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Network Flows for Function Computation
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Abstract— We consider in-network computation of an arbitrary
function over an arbitrary communication network. A network
with capacity constraints on the links is given. Some nodes in
the network generate data, e.g., like sensor nodes in a sensor
network. An arbitrary function of this distributed data is to
be obtained at a terminal node. The structure of the function
is described by a given computation schema, which in turn
is represented by a directed tree. We design computing and
communicating schemes to obtain the function at the terminal
at the maximum rate. For this, we formulate linear programs to
determine network flows that maximize the computation rate. We
then develop a fast combinatorial primal-dual algorithm to obtain
near-optimal solutions to these linear programs. As a subroutine
for this, we develop an algorithm for finding the minimum cost
embedding of a tree in a network with any given set of link
costs. We then briefly describe extensions of our techniques to the
cases of multiple terminals wanting different functions, multiple
computation schemas for a function, computation with a given
desired precision, and to networks with energy constraints at
nodes.

Index Terms—Function computation; generalized flow conser-
vation; fractional packing; graph embedding.

I. INTRODUCTION

OTIVATED by sensor network applications, there is

significant interest in computing functions of dis-
tributed data inside a network. A typical scenario that is
considered is the following. Sensor nodes that can make mea-
surements of their environment, perform reasonable amounts
of computation, and communicate with other nodes, are dis-
tributed in a sensor field. The interest of the sensor network
is not so much in the measurement values obtained by the
sensors but in some function of these values, say ©. Some
rather simple examples of © are the sum, maximum, minimum
(or more generally a percentile), sample mean (or more
generally sample moments). A more sophisticated example
is the Fourier transform of the data. Since the nodes in the
network can perform computation, they could participate in the
computation of ©. Thus the interest is in in-network function
computation, or more expansively, in distributed computation
of a function of distributed data. We want to study the limit
on the computation rate imposed by the network parameters
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and not by the source data rates; hence we assume that
the entire infinite data sequences are readily available at the
respective sources at any time. In this paper, we introduce
novel network flow techniques to design a computation and
communication scheme that maximizes the rate at which © is
computed. Though network flow techniques have been used
widely to study multiple unicast problems (see e.g., [1]-
[4]), our work develops such techniques for the first time for
function computation.

Early work on in-network computation has been on the
asymptotic analysis of the number of transmissions needed to
compute specific functions in noisy broadcast networks, e.g.,
[5]-[7]. Recently, a significant body of work has emerged in
which the node locations are assumed to be from a realization
of a suitable random point process and nodes can communicate
over a shorter distance and not over the entire field. The
resulting communication graph of the network is thus a
random graph. In this setting a probabilistic characterization of
the asymptotic (in the number of nodes) computation rate for
different classes of functions, e.g., ‘type-threshold functions’
and ‘type sensitive functions’ [8], have been obtained, e.g.,
[8]-[11].

Another class of work considers simpler networks with a
small number of correlated sources [12]-[16]. Much of this
work takes the information theoretic perspective in which
the objective is to find encoding rate regions for reliably
communicating the desired function. Yet another approach
to function computing is the recent work in network coding
literature [17]-[19]. Here larger and more complex networks
with independent sources are considered. However, designing
optimal coding schemes and finding capacity is a difficult
problem except for very special functions or networks, e.g.,
[17], [18].

In this paper we make a significant departure from the
above. We consider arbitrary computable functions of the
distributed data for which a computation schema is described
by a directed tree. A computation schema defines a sequence
of operations to compute the function. An arbitrary capacitated
communication network —each link having a capacity —is also
assumed given. The function © for each element of the
sequence of data is to be computed over the network using
the schema at the highest rate possible in the network. In
this paper we develop and analyze algorithms that determines
the communication and computation sequence in the network
to compute O at the highest possible rate. In our setup,
we assume unbounded memory and computational power at
each node. Our algorithms and protocols require a memory-
size and computational power that depend on the sizes of the
network and the computation tree. We also do not assume
any latency requirement on the computation. Even so, the

0733-8716/13/$31.00 (© 2013 IEEE



SHAH et al.: NETWORK FLOWS FOR FUNCTION COMPUTATION

computational delay at nodes are not directly relevant under
the preceding assumptions because handling such delays only
requires additional buffer at the nodes to sychronize incoming
data.

Our techniques are applicable to networks with directed
links, networks with undirected links, and networks with
both directed and undirected links with capacity constraints;
however, we present our results only for networks with
undirected links. We also restrict to wireline networks for
explaining our work even though some of our techniques
can be adapted to work in standard wireless network models.
Our work has significant relation to the well-studied problem
of fractional Steiner-tree packing which provides a solution
to the routing multicast problem—finding the best multicast
rate under routing [20]. The exact relation is explained in
Extension 1 in Section V. There are some similarities of our
work with that of graph embedding, e.g., [1], [21], [22] but
there are significant differences in the modeling assumptions
and in the embedding objectives. Such work on embedding
typically assume the target network to be a ‘regular network’
like a hypercube or a mesh and all link capacities are assumed
equal. In a subsequent work [23], it is shown that computation
in a network without block coding, as is the focus of this
paper, is near-optimal for a wide class of function computation
problems.

A. An Example and Motivation

Let us consider the function © (X7, Xo, X3) = X1- X2+ X3
of three variables X, X, and X3, generated at three sources
s1,82, and s3 respectively. A terminal node ¢ is required
to obtain the function ©(X7, X2, X3). We assume that all
the three data symbols are from the same alphabet A, and
multiplication (-) and addition (4) operations result in a
symbol in the same alphabet. The computation of the function
can be broken into two parts—first compute (X; - X») and
then add X3 to the product. These two operations can be
done at different nodes in the network in the above order.
This decomposition of the computation can be represented by
the graph shown in Fig. 1(a). Such a graphical representation
of the computation will henceforth be called a computation
tree. Note that such a decomposition into sub-computations is
used while computing even in a single sequential computer.
Clearly, each edge of the computation tree represents a unique
function of the source symbols corresponding to its ancestor
source nodes, e.g., edge corresponding to X - X represents a
function of the symbols generated at the ancestor sources s;
and ss.

Now consider computing O(X1, X2, X3) in the network
shown in Fig. 1(b) where each edge has unit capacity. There
are multiple ways of receiving this function at the terminal
t and they depend on what computations are performed at
which nodes and also the paths chosen for the data flows.
Two such ways of computing this function are shown in
Figs. 1(c) and 1(d). Each of these graphs show the nodes at
which each sub-computation would be performed and also the
path along which each source-data or computed data would
flow. Equivalently, it associates (1) a network node with each
node in the computation tree, and (2) a directed path in the

network with each edge in the computation tree. We call such
a directed graph representing a possible way of computing
the function according to the computation tree in the given
network as an embedding. An embedding of the computation
tree in a network is formally defined in Section II. Clearly, an
intelligent time-sharing between the various embeddings may
give a higher number of computations of © per use of the
network, on average, than when only one such embedding
is used. This raises the natural question: how to allocate
the timeshare for every possible embedding to achieve the
maximum rate at which © can computed in a given network?
In this paper, we address this question.

Time-sharing is a standard technique in information theory,
and is implicit in the standard packing formumation in multi-
commodity flow problems. In multi-commodity problems,
different paths are time-shared for a given flow to maximize
the total flow under the capacity constraints of the links. In
our computation problem, since a computation is performed
over an embedding, it is natural to time-share between such
embeddings. However, in contrast to multi-commodity flow
problems, in our setup different data-flows from a particular
realization need to be synchronized so that the computations
are restricted to data of the same realization. This synchro-
nization requires careful design of a scheduling protocol. One
way of doing this is explained in Appendix B.

B. Organization and Summary of Contributions

We begin by describing the model and definitions in detail
in the next section. Sections III and IV present the main
contributions of this paper. In Section III, we first present a
‘natural’ linear program (LP), Embedding-Edge-LP, that, as
stated in Theorem 1, optimally allocates flows for each of the
embeddings and achieves the maximum rate possible under
our setup. We will see that this LP has exponential complex-
ity in terms of the network parameters. We then present a
second LP, called Node-Arc-LP,, which is based on a suitably
defined flow conservation principle. This LP outputs a set of
‘consistent’ link flows and it can be solved in polynomial time
and space. However, its solution does not directly tell us the
timeshare for the embeddings, and thus does not directly give
a routing-computation scheme. Such a timeshare of the em-
beddings is obtained by an algorithm Extract-Embeddings that
converts the flow rates obtained from Node-Arc-LP into a flow
allocation on the embeddings. Thus Node-Arc-LP and Extract-
Embeddings together provides a solution to Embedding-Edge-
LP . We show that this algorithm also has polynomial time
and space complexity. In Section IV, we present FANO (FAst
Near-Optimal algorithm), a fast primal-dual algorithm which,
for a given ¢ > 0, finds a solution to achieve at least (1 — ¢)
fraction of the optimal rate of computation. We call such a
solution an (1 — €)-optimal solution. This algorithm uses an
oracle subroutine which finds a minimum cost embedding of
the computation tree in the network. We provide an efficient
algorithm, Min-Cost-Embedding, to obtain the same. This
algorithm is also of independent interest. In Section IV-A,
we discuss the distributed implementation of our near-optimal
algorithm. Appendix A gives a proof of Theorem 1. Once we
know an optimal timeshare of different embeddings, we need
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to convert the allocation into a usable schedule of computation
at the nodes and communication along the edges. A procedure
to derive this schedule from the timeshare allocations is given
in Appendix B.

Four interesting extensions of our results are presented in
Section V. First, we allow multiple computing schema for
computing the same function. Then we consider multiple
terminals computing distinct functions of disjoint sets of
sources. For this problem, we show how we can modify
our techniques to maximize either the weighted sum-rate of
computations, or maximize the rate-vector in a given direction
to compute the rate-vectors at the boundary of the rate-region.
In the third extension, we consider the problem of computing
a function with a desired precision which is achieved by
allowing possibly different precision for each type of data.
In the fourth extension, we consider a network with energy-
constrained nodes, and assume that each type of data, i.e.,
each edge of the computation tree, requires some fixed but
different amount of energy to compute/generate, transmit, and
receive.

II. THE MODEL, NOTATION, AND DEFINITIONS

The communication network is an undirected, simple, con-
nected graph A = (V, E) where V is a set of n nodes and
is a set of m undirected edges. Each edge e € E represents
a half duplex link with a total non-negative capacity c(e).
Whenever we need to refer to the incident nodes, say u and
v, the edge between v and v will be called (u,v) or wv. This
notation will also be specially used to denote an edge when
communication in a specific direction (from u to v) is to be
indicated.

In the network N, S = {s1,82,...,8.} C V is the set
of x source nodes, and ¢ is the terminal node. Source s;
has an infinite sequence of data values {X;(k)}r>0 where
X;(k) belongs to a finite alphabet A. The link capacities
are expressed in an |A|-ary unit. X; is used to denote a
representative element of the sequence. Let X 2 [X1,... X,],
and its n-th realization X (n) 2 [X;(n),. .., X,(n)]. Without
loss of generality, we assume that each source node in the
network generates exactly one data sequence; if a source
node generates two or more data sequences then this can be
represented by multiple source nodes connected by infinite
capacity links. We also assume that there is only one terminal
node. For any positive integer [, we denote {1,2,--- 1} by
[1,1].

A given function ©® : A® — A of X needs to be
obtained at the terminal node ¢ for each k at the highest
possible rate. A computation schema for © is given and is
represented by a directed tree G = (2,T") where € is the set
of nodes and I' is the set of edges. The elements of 2 are
labelled fi1, pi2, - - ., | Where p1, pa, . . ., py, are the source
nodes, K| is the terminal node that obtains © and the rest
are computing nodes that compute different functions of X.
Further, the nodes in 2 are labeled according to a topological
order such that for ¢ > j there is no directed path in G from
node p; to node pj;. The source nodes have in-degree zero
and out-degree one and the terminal node has in-degree one
and out-degree zero. All other nodes have in-degree greater

than one and out-degree exactly one. (An out-degree of greater
than one will result in a directed acyclic graph (DAG), which
is outside the scope of this work.) The elements of I' are
labelled 61,02, ..., 0, with 61,02, ...,0, being the outgoing
edges from p1, pa, .. ., jis respectively, and O = © being
the incoming edge into pq|. The remaining edges are labeled
according to a topological order, i.e., for any 7 < j, there is
no path from the head node of edge 6; to the tail node of
edge 6;. The nodes and edges of G can be labeled as above
in O(IT'|) = O(k) time.

For any edge 6 € T, let tail(f) and head(f) represent,
respectively, the tail and the head nodes of edge 6. Let ®4(6)
and @, () denote, respectively, the immediate predecessors
and the immediate successors of 0, i.e.,

{n € T|head(n) = tail(#)} and
{n € T'|tail(n) = head(6)}.

e e

Each edge 6 of G represents a unique function of X that can
be computed from the functions corresponding to the edges
in ®4+(0). Further, each function takes values from the same
alphabet 4. Throughout this paper, except in the extension on
DAG computation schema in Sec. V, ®(6) contains exactly
one edge if 0 # Or|. For 6 = 0)p|, it is always true that
) ¢(9|1‘\) - (Z)

Remark /: Each intermediate function of X taking values
from the same alphabet is not unreasonable even when all
the computations are over real numbers because computations
are performed using a fixed precision. However, it may be
reasonable in some applications to use different precision for
different intermediate functions (edges of G). This can be
handled in a simple manner in our setup, and is explained
in an extension presented in Section V.

All computations at any node of the network are restricted
to conform to the given computation tree in the following
sense. Any node in the network is allowed to compute only
the functions represented by the edges of G. A node computing
a function 0 of any realization of the data symbols X (n) must
do so by using the functions ®4(6) of X(n).

Let R(v) 2 {u € V|uv € E} denote the set of neighbors

of a node v € V and let N (v) 2 R(v) U {v} be the
set of neighbors of v including itself. A sequence of nodes
v1,v2,---,v, I > 1, is called a path if v;v;4; € E for
i=12,...,0 —1 and v; # v; for 1 <4 < j < [. Note
that according to our definition, a single node also qualifies
as a path. Also, our paths are directed. The set of all paths in
N is denoted by P. With usual abuse of notation, for such a
path P, we will say v; € P and also v;v;4+1 € P. The nodes
v1 and v; are called, respectively, the start node and the end
node of P, and are denoted as start(P) and end(P).

As discussed in Section I, a function with a given compu-
tation tree can be computed along any “embedding” of the
tree in the network as shown in Fig. 1. We are now ready to
formally define an embedding of a computation tree.

Definition /: An embedding is a mapping B : I' — P such
that
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Fig. 1.
that computes ©. (d) An alternative embedding.

1) start(B(6;)) =s; forl=1,2,... K

2) end(B(n)) = start(B()) if n € &4+(9)

3) end(B(0)) =t.

Note that, an embedding B maps every edge 6; of the
computation tree to a directed path B(6;) in the network. The
image is a directed path even if the network is undirected. The
path B(6;) in N carries the data 6;, the node start(B(6;))
generates or computes the data 6;, and the node end(B(6;))
uses 0; to compute some other function or, if [ = |T'| then,
simply receives it. In the special case when B(6;) is a single
node (which, by our definition, is a path as well), that node
generates/computes 6; but does not forward it to other links. It
uses 6; to compute some other function (specifically ®(6;))
or, if | = |T'| then, simply receives it.

Example /: (i) For the embedding shown in Fig. 1(c),
B(X;1) = sjuw, B(X3) = sovw, B(X3) = sszw,
B(XlXQ) = w, and B(XlXQ + Xg) = wt.

(ii) For the embedding shown in Fig. 1(d), B(X;) = sjuw,
B(X2) = sqvw, B(X3) = ssxt, B(X;1X2) = wt, and
B(X1X2 + X3) =t.

It is worth noting that, a computation tree, and thus its
embeddings, ignores the operations represented by its nodes.
Thus the same computation tree may represent computation
of different functions by changing the operations represented
by its nodes. For example, Fig. 1(a) is also a computation tree
for the function © = (X; + X5) X3, or © = (X7 + X3)/ X3,
or many such other functions. In fact, all our subsequent
developments depend only on the computation tree, and not
on the particular function.

We denote the set of embeddings of G in A/ by B. Our aim
is to determine the flow on each of these embeddings so as
to maximize the total flow. An edge in the network may carry
different functions of the source data in an embedding. We
thus define the number of times an edge e € E is used in an
embedding B as rp(e) = |{6 € I'|e is a part of B(6)}].

Example 2: Fig. 2(a) shows a computation tree, which
represents the natural sequence of operations involved in the
computation of functions like © = (X7 X2+ X3)X4. Fig. 2(b)
shows an undirected network where s;¢ has capacity 2 and all
the other edges have capacity 1. In this network, clearly an
efficient embedding, which achieves a computation rate of 1,
is (as shown in Fig. 2(c)) B(X1) = sits2, B(X2) = sa,
B(X3) = 83, B(X4) = 84, B(Xng) = 8983, B(Xng +
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Computing © = X1 X2+ X3 over a network. (a) A schema to compute ©. (b) A network to compute © = X1 X2 + X3. (c) A possible embedding

X3) = s384, and B(©) = s4s1t. In this embedding, the edge
s1t is used twice—once in B(X;) and once in B(O).

An edge may also be used to carry flows on different
embeddings. Therefore in an assignment of flows on different
embeddings, i.e., in a particular timesharing scheme, the edge
may carry multiple types of data (i.e., different functions of
X) of different amounts. Also note that, if start(B(6;)) =
end(B(0;)), i.e., if B(;) consists of a single node, then in
that embedding the data 6; is generated as well as used (i.e.,
not forwarded to another node) in that node.

Recall that we restrict the computations in the network to
be as dictated by the given computation tree. In an embedding,
some particular network nodes play the roles of the nodes of
the computation tree, and the function 6 flows along the path
B(0). Since different realizations of data are never ‘mixed’
in the network, if one traces one realization of data (and
their functions) in the network, it must clearly flow on an
embedding of the computation tree. However, different em-
beddings may be used for different realizations. This flexibility
allows the time-sharing of the embeddings to achieve a better
computation rate under capacity constraints of the edges. In
the following, we describe our transmission and computation
model in more detail and precision.

A. The communication and computation model

We now give the basic assumptions in our communication
and computation model. The most important assumptions are
5 and 6, which state that no mixing of data is allowed
across realizations of data, and that any computation at any
node should be according to the operations dictated by the
computation graph.

1) Time is slotted, and all links can be used simultaneously

once in each slot.

2) There is unbounded memory at each node.

3) Source s; generates the data sequence {X;(k)}r>1. The
entire data sequence is assumed to be available at any
time at s;. This is to ensure that the computation rate
is restricted only by the link capacities, and not by the
source data rates.

4) If the capacity of a link e is c(e) per use (that is,
per slot), and if n is any positive integer, then in any
consecutive block of n time-slots, a total of upto [nc(e) |
symbols can be communicated across e.
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(b) A possible embedding that computes © at unit rate.

5) Suppose V = Upen), is the data available at a node
u in the network in the beginning of a time-slot, where
Y € {0(X(n))|@ € T'} denotes the set of functions of
the sources’ data of realization n available at the node.
Then any symbol communicated in that time-slot on an
outgoing link is a function g())) of the available data'.
Further, for some n € N, the function g(})) is of the
form

9(Y) = g(Vn),

that is, it is a function of only one realization of data
generated at the sources.

One of the following holds.

A) g(Vn) € Yn, ie., the symbol transmitted on the link
is one of the symbols received at that node.

B) g(¥Yn) = 0(X(n)) for some § € T such that
{n(X(n))ln € ®4+(6)} C V,. That is, the transmitted
symbol is computed from the data available at the node
using an operation indicated by a node in 2.

6)

The conditions 5) and 6) constrains the computations at nodes
to be restricted among the same realization of data, and also
such computations to follow the operations indicated by the
computation graph.

B. Definitions

In this subsection, we formally define a routing-computing
scheme, achievable rate, and computing capacity. These are
natural definitions under our set-up, and a reader preferring to
skip the formalism can skip these definitions and the proof of
Theorem 1 in Appendix A.

Let us consider a fixed block of K source symbols indexed
by 1,2,--- , K for each source. At any point of time, a node
can have in its memory, a subset of the universe of data: D =
I'x[1, K], where any element (6, k) € D denotes the function
6(X(k)) of the k-th data symbols. For any subset D; C D
and any k € [1, K], we define

Di(k) = {0 € T(6,k) € D1}

"More precisely, the available data should be indexed by the time-slot and
u, and the function should be indexed by the time-slot, the link, and the
symbol-index in that time-slot in case of multiple symbols transmitted in a
time-slot. However, we omit these indices to keep the notation simple.

sl
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A computation tree of, for example, © = (X1 X2 + X3)X4. (a) A network to compute O, the numbers labeling the edges indicate their capacity

as the cross-section of D at k.

Definition 2: A subset IV C I is said to be irreducible if
A6 € T such that ®4(¢) C I'. A subset D; C D is said to
be irreducible if for each k € [1, K], D1 (k) is irreducible.

We now define a routing-computing scheme below. A
scheme can be thought in terms of L events E;,1 <[ < L;
and D, ; € D and D, ;1 C D as the state (of knowledge) of a
node v before and after the [-th event E; respectively. For each
[ < L, the event Ej is either a computation event where a node
v computes a function 8(X(k)) using {n(X(k))|n € ©+(0)},
which is available at v, or a communication event where some
data §(X(k)) is communicated from a node v to another node
v over the edge uv. In the case of a computation event at v,
the states of all other nodes are unchanged by Ej. In the case
of a communication event from u to v, the states of all nodes
other than v and v are unchanged by Ej.

Definition 3: A ({N.Jle € FE},K) routing-computing
scheme for (A, G) has for some positive integer L, some
irreducible? subsets {D,; C Dlv € V,1 <1 < L+ 1} (Dy,
denotes the subset of D available at node v at time [) such
that

1. Initial condition: For 1 < i < k, Dy, 1 = {(6;,k)|1 <
k< K} ForallveV\{s|l <i<k}, Dy1=0.

2. For each | < L + 1, one of the following holds.

(i) Computation event: For some v € V,k € [1,K] and
0 € D, (k) such that ®4(0) C D, ;(k), it holds that

D41 = {(0,k)} UDyy \ {(n, k)In € 21(0)},
Duji+1 =Duy, YueV\{v}

Here, v computes the function 6(X(k)) using {n(X(k))|n €
()}, which is available at v.

(ii) Communication event: For some uv € FE,0 € I' and

2Irreducibility of these subsets is not a crucial requirement. However, under
the routing-computing setup we consider, no node needs to retain in its
memory the values it has used to compute or it has transmitted. So, it is
sufficient to assume that the nodes always has, in its memory, an irreducible
subset of D.
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k € [1, K] such that (0, k) € D,,, it holds that

Du,l+1 - Du.,l \ {(97 k)}
Dv,lJrl = Dv,l U {(97 k)}
Dw7l+1 = Dw7l Vw 7& u,v.

Here, 0(X(k)) is communicated from « to v on the link wv.

3. Final condition:

Dy r+1=1{(0,k)|1 <k < K},
DU,L+1 =0 Yo 75 t.

4. Total link usage: For all e € E,
[{l € [1, L]|E; is a communication over e}| = N..

We emphasize again that our schemes only combine sym-
bols with same k (the same realization) for the purpose of
computation as dictated by the computation graph. So we call
our schemes routing-computing schemes. They do not allow
combining different realizations of data at a node —a flexibility
which may offer higher computation rates. See Sec. VI for an
example.

A ({Ncle € E},K) routing-computing scheme makes
N./c(e) uses of an edge e € E (that is, the edge needs to be
used for N./c(e) slots), and achieves K computations of ©
at the terminal. Note that if a computation rate X is achieved
by a scheme, then no edge is used for more than K/ slots.
This motivates the following definition.

Definition 4: For a given capacity constrained network N/,
{c(e)|e € E}, and a computation tree G, A rate X is said to
be (N, G)-achievable if for every € > 0, there is a ({Nc|e €
E}, K) routing-computing scheme for (A, G) so that N.(\ —
€) <c(e)K, Ve € E.

Definition 5: The supremum of all (N, G)-achievable rates
is called the computing capacity for (N, G), and is denoted
by C(N, Q).

Definition 6: An algorithm is said to give a near-optimal
solution if, for any chosen € > 0, it produces a scheme which
achieves at least (1 — ¢) fraction of the computing capacity.

III. EFFICIENT FLOW-BASED ALGORITHM

In this section, we present the first part of our main
contributions.

o In Section III-A, we give a basic linear program, the
Embedding-Edge-LP , which characterizes the computing
capacity C(N,G) of a network N for computing a
function using a given computation tree G.

« In Section III-B, we give an alternate LP, the Node-Arc-
LP , that can be solved in polynomial time. We then
present an algorithm which obtains a solution of the
Embedding-Edge-LP with the same rate from a solution
of the Node-Arc-LP .

A. The Embedding-Edge LP

As discussed in Sections I and II, the function for a par-
ticular sample of the data can be computed over the network
using any embedding of G in N. Let B be the set of all
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embeddings of G in NV. For any embedding B € B, let z(B)
denote the average number of function symbols computed
using the embedding B per use of the network. Thus, for a
given allocation of the timeshares to each of the embeddings,

A, defined by
22N a(B)
BeB

is the rate at which © can be computed in the network. This
leads us to formulate Embedding-Edge LP, a linear program
to maximize the computation rate of ©. Recall that rz(e)
represents the number of times the edge e is used in the
embedding B.

Embedding-Edge LP
Maximize A=} 5 zz(B),
subject to the following constraints.

1. Capacity constraints

> rale) 2(B) < cle),

BeB

Vee F.

2. Non-negativity constraints

2(B) >0, V B.

The following theorem states that Embedding-Edge-LP
characterizes the computing capacity C'(N, G).

Theorem /: The maximum value of A obtained by a so-
lution of the Embedding-Edge-LP is the computing capacity
CWN, Q).

We remark that the Embedding-Edge LP is essentially a
fractional packing problem—packing of the embeddings of
G into N. Similar packing LPs characterize the maximum
achievable rates in multi-commodity problems. However, since
our problem is more general (computing problem in contrast
to communication problem), we explicitly present a proof
of Theorem 1 in Appendix A in two parts: (i) (N,G)-
achievability of the rate obtained by solving the LP, and
(ii) a proof of converse, i.e., that no higher rate is (N, G)-
achievable.

For a given allocation {z(B)}, on each edge of N/, the
flows (different functions of X)) have to be mixed according
to different embeddings but we need to be careful to not
mix different realizations of the data stream. Thus, in an
implementation, for a given {z(B)}, we need to carefully
devise a protocol to schedule the computation at the nodes
and the communication on the edges in such a way that
data from different realizations (i.e., different elements of the
vector sequence {X(k)}x>0) are not mixed. Such a schedule
is presented in Appendix B.

The cardinality of B is, in general, exponential in |V|.
Hence a naive solution to Embedding-Edge LP will have
an exponential complexity in the network parameters and
an efficient solution will need to exploit some structure of
the problem. In the following subsection, we present an LP
based on a flow-conservation principle which can be solved
in polynomial time.
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Fig. 3. Functional flow conservation at a node with three input and three
output flows.

B. The Node-Arc LP

In multi-commodity flow problems, a simple flow-
conservation principle applied at each node gives a
polynomial-time solution to the problem which is other-
wise hard to solve from the Path-Edge LP (similar to our
Embedding-Edge-LP ). Traditional flow-conservation does not
hold in our problem as explained subsequently, and this poses
a difficulty of ready use of the same technique. In this
subsection, we point out a flow conservation that holds in our
setup and present an LP for our problem based on this. This
will finally allow a polynomial time solution of the problem.

In our setup, flows can be consumed as well as generated at
the nodes. This is illustrated in Fig. 3. In this figure, Node v
has fX1, fX2 and fX1X2 units of incoming flow of X1, X5,
and X3 X respectively. Suppose it uses f1 units of X7 and X,
each to compute f; units of X7 Xs. Thus the corresponding
outgoing flow from v consists of (f*X* — f) units of Xy,
(X2 — f1) units of X5, and (fX1X2+ f1) units of X; X. This
violates the traditional flow-conservation principle, but we
develop a more general conservation principle which allows
such flow values resulting from computation at nodes.

We first assume that each node in the network has a self-
loop of infinite capacity. The data flowing in the self-loop
represents the data generated at that node. This may be the
source data generated at a source or the values that are com-
puted at a node. For example, for computing © = X; X2+ X3
according to the computation tree in Fig. 1(a), if a node
computes X; - Xo from the X; and X5 it receives, and then
computes X - Xo + X3 by using X; - Xo that it computed
and X3 that it receives, then both X7 - X5 and X7 - X5 + X3
will be assumed to flow in the self-loop at the node.

The variables in the Node-Arc LP are

(£l fluluv € E,0 €T} U{fl,luc V,0 €T} U{A},

where, 9 represents the flow of type § € ' flowing through
the edge uv € E from u to v, f2, denotes the flow of type
0 flowing in the self-loop at u and A represents the total rate
of the function computation.

As we described in the example above, the flow conserva-
tion rule accounts for the fact that an intermediate node in A/
can (1) forward the flows it receives, and (2) generate a flow

X =15 fX2 =15 fXs =15
[ =
% P
" [
~N
Il y

fX1X2 —
fX1X2+X3 —

Fig. 4. An example of edge-flow values for a total computation rate of 1.5.

of type 6 on its self-loop by terminating (consuming) equal
amounts of incoming flows of type n € ®+(#). Each source
node s;, in addition, generates A\ amount of flow of type 6;.
Similarly, the terminal node ¢ terminates A amount of flow of
type 6jp|. An example of the flows on the edges and the self-
loops corresponding to a flow assignment on two embeddings
is shown in Fig. 4. The Node-Arc LP is as follows. Recall that
N'(v) denotes the set of neighbors of v and itself.

Node-Arc-LP
Maximize A
subject to the following constraints.

1. Functional conservation of flows at all nodes v € V,

171)+ Z fgu_ Z fgvzoa VGEP\{GW\}
uEN(v) ueN’ (v)
andVn € ®,(6). (1)

2. Conservation and termination of ¢|p| at all nodes v € V,

o) o _ ) —A forv=t, 5
S = >0 fub {0 (2)

uEN(v) wEN’(v) otherwise.

3. Generation of 6; VI € {1,2,...,k} and at all nodes v € V,

f0z _ {/\ for v = sy,

0 otherwise.

4. Capacity constraints at all edges uv € E,

> (fio + fou) < cluv).

ocr
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5. Non-negativity constraints,

0 >0,Vuv € Eand V0 € T
0 >0,VueVandVvheTl
A > 0.

The functional conservation of flows used in the Node-Arc-
LP is a key concept in this paper. In the following example,
we explain how the flows indicated in Fig. 4 respect functional
conservation of flows.

Example 3 (Functional conservation of flows): (i)
Consider node w, 8 = X; X2, and n = X3 X5 4+ X3. The first
term in the LHS of (1) is f;X1X2Xs = 1. The second term is
fXaXe g fXaXe g fXXe g 21 X2 — 01040405 = 0.5, and
the third term is f1 X2 4 fX1X0 4 fXaXa y pXaXo 4 g X0 Ko
14 0+40.5+ 04 0 = 1.5. Thus clearly, they satisfy (1).

(ii) Consider the same flows 8 = X7 X5 and n = X3 X5 +
X3 at the node t. The first term in the LHS of (1) is

X2t Xs — 05, The second term is fii!™? 4 fiiX2 =
0+0 =0, and the third term is f;'** 4 f1 52 4 fX1X2 —
0+ 0.5+ 0 = 0.5. Clearly, they too satisfy (1).

(iii) Consider the flow 6 = X;Xo + X3 at w. The
first term in the LHS of (2) is fX1XaFXs 4 pXiXatXs 4
faXetXs X XetXs — 040+ 04 1 = 1. The second
term is f?‘f]i}]X2+X3 + f{igXQJrX?, + f1-))1(U1X2+X3 + fﬁ;XQJrX?, +
fio1i X2t Xs — 1 104+ 0+0+0 = 1. Clearly they satisfy (2).

(iv) Consider the flow §# = © = X, X5 + X3 at t. Note
that in this example, A = 1.5. The first term in the LHS of
(2) is for ot Xe o f XXt Xs — 9 40, The second term is
ft)tﬁszrXs + fﬂ)J(th2+X3 + f£1X2+X3 =054+14+0=1.5.
Clearly, they too satisfy (2).

The Node-Arc-LP has O(km) number of variables, O(xm)
number of non-negativity constraints (one for each variable),
and O(kn + m) number of other constraints. Hence it can be
solved in polynomial time.

A solution of the above LP gives a set of flow values on each
link. Note that unlike a multi-commodity flow problem, the
solution to Node-Arc-LP does not readily describe a practical
communication and computation protocol over the network.
In the multi-commodity flow problem, if a node forwards
fractions of an incoming flow to two different links, it can do
so by arbitrarily choosing which data goes over which link.
However, in the function computation problem a node cannot
do this arbitrarily; only data of the same realization can be
mixed at network nodes as per the computation schema. We
thus present Extract-Embeddings algorithm, which, from any
feasible solution of Node-Arc-LP , obtains a feasible solution
for Embedding-Edge-LP that achieves the same total flow
A. As pointed out later, Extract-Embeddings constructs only
a polynomial number of embeddings and assigns non-zero
flows to them. Thus Extract-Embeddings does not enumerate
all possible embeddings, as would be the case for solving
Embedding-Edge LP directly.

Before discussing Extract-Embeddings we first remark that
a cyclic flow, i.e., a flow of non-zero volume of any type
0 across a cycle in the network graph, can occur in a
feasible solution of the Node-Arc LP. This is clear from
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the formulation, and such extra non-contributing cyclic flows
are standard artifacts in the flow-based solutions of multi-
commodity problems as well. Such a cyclic flow can be
removed from the solution without affecting its feasibility or
its objective value A.

Extract-Embeddings is an iterative algorithm. In each iter-
ation of the while loop (lines 2-33) we find an embedding
with a non-zero flow and remove the corresponding edge-
flows to obtain another feasible solution with a reduced rate.
For this, we start by finding a mapping of 0|, viz. B(0|r)).
Its last node is t. If fi"! > 0, then we assign B(Or)) = t.
Else, we seek an edge vt that carries positive flow of type
f9ri. We continue this search backwards till we find a node
w for which fglf‘ > 0, and assign the explored path u. ..t to
B(0r|). We now repeat (for loop in line 6) this process for all
0 € ®4+(0jp) to find B(0) ending at u. When the search for
B(0;),¥60; € T is completed, we have successfully found an
embedding carrying a positive flow. 2’ and z(-) keep track of
the maximum flow that the embedding can carry; this is equal
to the minimum of the flows in the edges of the embedding.
While exploring nodes to find B(6;), the if block starting in
line 10 checks for presence of a cyclic flow of type 6;. If such
a cycle is found, it is removed from the explored path and the
corresponding flow volume is removed from the edges in the
cycle. The flow removed from an embedding or a cycle is
the maximum possible flow on that embedding or cycle, so
that when removed, the corresponding flow in one link (the
bottleneck link) is made zero by the removal.

Theorem 2: Algorithm Extract-Embeddings is correct and
the time complexity is in O(x%m?).
Proof: The proof of the following statements clearly
ensures the correctness of the algorithm.

1) In line 9, such a u exists.

2) If a cycle of redundant flow is found and removed in
lines 10-15, then the remaining flows still satisfy the
constraints in the LP with total flow ()\) unchanged.

3) At the end of each iteration of the while loop (lines 2—
33), the remaining flows still satisfy the constraints in
the LP with \ replaced by A — ).

4) The algorithm terminates in finite time.

We now outline a proof of each of these statements. We
prove the statements 1)—4) for each iteration of the loops while
assuming that all the above claims are true in all the previous
iterations of the while and for loops.

Proof of 1: The current values of the flows satisfy all the
constraints in the Node-Arc LP with \ replaced by A — X
The algorithm ensures that in this step, the total outgoing flow
> uen(w) fou = 2(v) > 0. Hence, by constraints (1) and (2),
the total of incoming and generated flows 3, /() fiy > 0.
Hence the statement follows.

Proof of 2: We will prove that a cyclic flow on a cycle
v1, %2, - , U, v satisfies all the constraints in the Node-Arc
LP with A = 0. Then clearly after subtracting this flow from
the edges of the cycle, the remaining flows in the network will
still satisfy the constraints with the same A as before. For a
cyclic flow of type 6 of volume y, the flow values are ffm =
yfori=1,2,---,1—1, f0 =y, and all other flow values
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Algorithm Extract-Embeddings: Finding an equivalent
solution of Embedding-Edge-LP from a feasible solution
of Node-Arc-LP .

input : Network graph N = (V, E), capacities c(e), set
of source nodes S, terminal node ¢, computation
tree G = (Q,T'), and a feasible solution to its
Node-Arc LP that consists of the values of \, £,
VO €T, Yuv € E,and f/, V0 €T, Yu e V.

output: A subset B C B and flows {z(B)|B € B’} with
> per T(B) = X so that these together with
x(B) =0 for B € B\ B’ is a solution to
Embedding-Edge LP.

1 Initialize N =0

2 while \ # )\ do

3 2=

4 B(Or)) ==t; // Start defining a new
embedding B

5 B(6;)=0fori=1to |T| -1,

6 for i := |T'| to 1 do

7 v :=end(B(6;)) ;

8 z(v)=2";

9 u := an element in N'(v) such that f% >0 ;

10 if u+#vandue B(6;) then

1 Let P be the path in B(6;) upto the first

appearance of v in it;

12 Delete P from B(0;) ;

13 Yy = minu/v’e{uv}up (fgjv/) 5

14 fo. =0, —y Vv € {uwv}UP

15 end

16 else

17 | z(u) = min (2(v), f9) ;

18 end

19 if u # v then

20 Prefix v in B(0;) ;

21 V=

22 Break and jump to line 9 ;

23 end

24 else

25 B(n) = u,Yn € ®4(6;) ;

26 2 =z(u) ;

27 end

28 end

29 x(B) =2";

30 N =XN+2z(B);

31 0, = f%., —x(B) V8 €T and Vu'v' € B() ;

2 0 =f%, —x(B) V0 €T and v’ = start(B(0)) ;

33 end

are equal to 0. Hence, for any node, any nonzero incoming
flow is ‘compensated’ by the same amount of outgoing flow
of the same type. All flow values in the self-loops are also 0.
So clearly these flows satisfy the constraints in the LP with
A = 0. This completes the proof.

Proof of 3: Again, we will prove that the removed x(B)
amount of flows on the edges of an embedding and on the
self-loops themselves satisfy the constraints in the LP with

A = xz(B). Then the remaining flows will also satisfy the
constraints with A replaced by A — z:(B). The subtracted flow
values are f9 = x(B) for wv € B(9), f¢, = x(B) for
u = start(B(0)), and all other flow values 0. We can verify
that these flows satisfy the constraints in the Node-Arc LP.

Proof of 4: The Node-Arc LP has O(m|l'|) = O(mk)
number of variables f¢ and f?,. Each deletion of flows
through a cycle, or through an embedding, makes at least one
of these variables zero. Since the number of steps in each
iteration is finite, the algorithm ends in finite time.

Since |{f¢,|uv € E,0 € T'}| is in O(km), the total number
of cycles traversed and removed is in O(xkm). Similarly, the
total number of embeddings that the algorithm finds is in
O(xm). Also, one can check that the time taken by the algo-
rithm between consecutive removals of cycles or embeddings
is in O(km). Thus, the Extract-Embeddings algorithm has the
overall complexity in O(k2m?). |

The polynomial time-complexity implies that only poly-
nomial number of embeddings will be assigned with non-
zero flows by this algorithm. This is compatible with the
well known fact that even in traditional multi-commodity flow
problems, the solution of the corresponding node-arc LP gives
non-zero flows only on polynomial number of paths.

IV. FASTER NEAR-OPTIMAL SOLUTION AND MIN-COST
EMBEDDING

The Node-Arc LP and the Extract-Embeddings algorithm
to find an optimal solution of the Embedding-Edge LP has
polynomial-time complexity. We now give the dual of our
Embedding-Edge LP and present a faster primal-dual algo-
rithm to compute a near-optimal solution, i.e., a solution that
achieves at least (1 — ¢) fraction of the computing capacity
C(N,G) for any chosen € > 0. This algorithm needs a
subroutine which finds a ‘minimum weight embedding’ of
the computation tree in the network for given edge-weights.
We present an efficient algorithm for this purpose. This algo-
rithm is of independent interest, for instance, for computing
functions over a network with power-limited, but with infinite-
bandwidth, links.

We begin by recalling that Embedding-Edge LP is a frac-
tional packing problem. For multi-commodity flow packing
problems, Garg and Konemann [4] gave a fast primal-dual
algorithm to find a near-optimal solution that is within (1 —¢)
of the optimal packing. Based on this technique, we present
a fast algorithm to obtain an (1 — €)-optimal solution to the
Embedding-Edge LP. A key requirement of the algorithm of
[4] is an oracle subroutine that finds the shortest paths between
the source-terminal pairs. We too will use an oracle subroutine
but our oracle needs to find the minimum weight embedding;
we call it Min-Cost-Embedding(L). Min-Cost-Embedding(L)
finds the minimum weighting embedding of G in a weighted
graph A/ with weights L.

We first write the dual of the Embedding-Edge LP. The dual
has the variables L = {i(e)}.cp corresponding to the capacity
constraints in the primal. The dual LP is given as follows.
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Dual of Embedding-Edge LP: Minimize D(L) =
> ecr cle)l(e) subject to
1. Constraints corresponding to each 2(B) in primal:
> rale)i(e) > 1, VBB
ecB

2. Non-negativity constraints:

l(e)>0,Vec E

We define the weight of an embedding B as
B) =Y rp(e)l(e)
ecB
Following the method of [4], it can be checked that the dual
LP is equivalent to finding minj, %LL), where

o = mEi;n wi(B)

is the cost of the minimum cost embedding for L.
For a packing LP of the form

max {a”z|Az < b,z > 0}
and its dual LP of the form
min {b"y[ATy > a,y > 0},

the shortest path is defined as ), A(7,7)y(i)/a(j) [4]. It can
be seen that for the Embedding-Edge LP, the ‘shortest path’
corresponds to the embedding with minimum weight, i.e.,
argminp wr,(B). Algorithm FANO below gives the instance
of the primal-dual algorithm for the Embedding-Edge LP.

Algorithm FANO: Fast Algorithm for finding near
optimal z and A
: Network graph N = (V, E), capacities c(e), set
of source nodes S, terminal node ¢, computation
tree G = (Q,T'), the desired accuracy e

output: Primal solution {z(B), B € B} s.t.

Yopes(B) = (1-€)CN,G)

1 Initialize i(e) := d0/c(e), Ve € E,x(B) :=0,VB € B ;
2 while D(I) < 1 do
3 B* := Min-Cost-Embedding(L) ;
// Min-Cost-Embedding(L) outputs
argminp wy,(B)

input

4 e* := edge in B* with smallest c(e)/rp-(e) ;
s | x(BY) =x(B7) + " (;6’/*)/7‘(3:)(6*);

6 l(e) :l( )(1+6W§*(@))’ VGEB* 5

7 end

8 2(B) := z(B)/log, . <, VB ;

We now describe, and then provide below, the subroutine
Min-Cost-Embedding( L) that finds a minimum weight embed-
ding of G on NV with a given length/cost function L. For each
edge 6;, starting from 6, the algorithm finds a way to compute
0; at each network node at the minimum cost possible. It keeps
track of that minimum cost and also the ‘predecessor’ node

from where it receives 6;. If 6; is computed at that node itself
then the predecessor node is itself. This is done for each 6;
by a technique similar to Dijkstra’s shortest path algorithm.
Computing 6; for i € {1,2,...,k} at the minimum cost at a
node u is equivalent to finding the shortest path to u from s;.
We do this by using Dijkstra’s algorithm. For any other ¢, the
node u can either compute §; from ®+(6;) or receive it from
one of its neighbors. To take this into account, unlike Dijkstra’s
algorithm, we initialize the cost of computing 6; with the cost
of computing ®4(¢;) at the same node. With this initialization,
the same principle of greedy node selection and cost update
as in Dijkstra’s algorithm is used to find the optimal way of
obtaining 6; at all the nodes. Finally, the optimal embedding
is obtained by backtracking the predecessors. Starting from ¢,
we backtrack using predecessors from which 6| is obtained,
till we hit a node whose predecessor is itself. This node
is the start node of B(fjr) and the end node of B(n) for
all n € ®4(0jp)). The complete embedding is obtained by
continuing this process for each 6; in the reverse topological
order. This is described in Procedure Min-Cost-Embedding.

Procedure Min-Cost-Embedding(L)

: Network graph A = (V, E), Length function L,
set of source nodes S, terminal node ¢,
computation tree G = (2, T").

output: Embedding B* with minimum weight under L

1 for i =1 to || do

input

2 ifie{l1,2,...,x} then

3 wy (0;) = 00,Yu eV —{s;} ;

4 ws; (0;) =0 and oy, (6;) = s; 3

5 end

6 else

7 wy (6;) = Zne%(&) wy (n),Yu eV ;
8 oy (0;) ==u, Yu eV,

9 end

10 V=0, 0:=V;

1 while |¥| < n do

12 v = argmin,cg wy (6;) ;

13 U=V U{v};

14 U=0 - {v};

15 foreach u € R(v) do

16 if w, (0;) + [(uv) < wy (0;) then
17 wy (0;) = wy (6;) + 1(uwv) ;
18 oy (0;) =v;

19 end

20 end

21 end

22 end

23 B*(Or)) =t

24 for i = |I'| to 1 do
25 u :=end(B*(6;)) ;
26 while o, (0;) # u do

27 Prefix o, (6;) to B*(4) ;
28 u =0y (6;)

29 end

30 B*(n) =uVn € 4(0;) ;
31 end
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Theorem 3: Min-Cost-Embedding(L) is correct and has
time complexity O(k(m + nlogn)).

Proof: To prove the correctness, it is sufficient to show
that, during each phase ¢, the algorithm computes optimal
values for w, (6;) and o, (6;), for each node u in N. We
prove this by induction on the pair (i, |¥|) according to the
lexicographic ordering. For ¢ € {1,...,x} and for all |J|,
this follows from the correctness of Dijkstra’s algorithm. Now,
assuming the optimality of w,, (6;) and o, (6;) till all iterations
before (i, |¥|), we prove the statement for (i, |¥|). Suppose v
is the element added to W in the current iteration. We consider
two cases:

e Case 1: ¥ = {v}: The cost of computing (and not
receiving from another node) 6; at any node wu is
>_ned, (6;) Wu (n). The algorithm chooses v which has
the minimum Zne%(ei) w,, (n) among all nodes u € V
and assigns wy (65) = 2, cq. (p,) wv (1) and o, (6;) = v.
If these are not optimal, then it must be more efficient for
v to receive #; which is computed at some other node .
But' tha}t implies aneq%(ei) wy, (1) < 2 (0:) Wo (M)
which is a contradiction to the choice of v.

e Case 2: {v} C W: Suppose there is a more efficient
way of receiving 6; at v than from the node selected
as oy, (6;) and that is to compute 6; at a node u and
receive it along a path P,,. Let the corresponding
cost be w! (6;). First, if u € U, then the present cost

< D e, (0;) Wu (77)) at u is less than the present value

of w, (6;), which is a contradiction to the choice of v.
Thus v € W. Let v be the last node in P, ., from
U, and v’ be the first node in P,, from U. Then
wh(0:) > wu (0;) + L(u'v') > wy (0;) > wy(0;)—
a contradiction. Here the first inequality follows since
u’ € W. The second inequality follows from the update
rule followed during the inclusion of ' in W. The last

inequality follows from the choice of v.

This completes the proof of correctness. To obtain the com-
plexity, consider the first for loop in Min-Cost-Embedding(L).
Each iteration of this loop is the same as Dijkstra’s algorithm
except for the initialization. Thus, the for loop, excluding
the initialization step, can be run in O(m + nlogn) time
using Fibonacci heap implementation. The initialization step
requires O(n|®+(6;)]) time for each iteration. The second for
loop has O(nk) complexity. So the overall algorithm takes
O(k(m +nlogn)) time.

The number of iterations in the primal-dual algorithm is of
the order O(e~*mlog,,.(m)). Thus the overall complexity
of the algorithm is O (¢~ 'km(m + nlogn)log, , (m)).

A. Distributed implementation:

One of the distinctive feature of the above primal-dual
algorithm is its amenability to distributed implementation.
First, consider distributed implementation of the oracle. As
noted above, an execution of Min-Cost-Embedding(L) has
two stages— (1) initialization and execution of a sequence of
shortest path algorithm, and (2) obtaining the corresponding
min-weight embedding. The initialization of the shortest path
algorithm at each node depends only on the values from previ-

ous iterations at that node and the knowledge of computation
graph.

Efficient distributed implementation for finding shortest
paths, wherein information is shared only among neighbors,
are well studied [24]. Further, the knowledge of the min-
weight embedding is implicit in the network in the form of
oy (0) at each node u, for each 6 € T'. For example, at the
destination node ¢, if oy (f)r) # t, node ¢ needs to commu-
nicate and obtain 6| from its neighbor u = oy (6)r)). Now,
if 0, (6) = u, node u needs to compute # by obtaining ®4(6)
from nodes o, (n) for all n € ®4(¢), and so on. Thus, the
distributed version of the algorithm would be of the following
form. Periodically, each node computes weights of its incident
edges as a function of their capacity and total flow through
them. Then, the nodes run the sequence of distributed shortest
path algorithm to obtain o,, () for each 6. A fraction of the
flow generated at the sources is then transmitted through the
resulting embedding using the knowledge of o, (). Rigorous
development of such an algorithm to obtain fault-tolerant
and adaptive distributed implementation would be yet another
interesting avenue for further research.

V. EXTENSIONS AND OPEN PROBLEMS

1. Multiple trees for the same function: A function may
have many possible computation trees. For example, the well-
investigated [17] ‘sum’ function ©(X1, Xs, X3) = X7+ Xo+
X3 may be computed by any of the computation sequences
((Xl —|—X2)—|—X3), (X1 + (X2+X3)), or (X2+ (Xl +X3)).
In general, suppose multiple computation trees G1,Ga, ..., G,
are given for computing the same function. Let 3; denote the
set of all embeddings of G; fori =1,2,...,v. Let B=U;5;
denote the set of all embeddings. Under this definition of 1,
the Embedding-Edge LP for this problem is the same as that
for a single tree.

One straightforward way to generalize Node-Arc LP to mul-
tiple trees is to index the edge-sets of the trees by disjoint sets
and take flow variables corresponding to all the edges of all
trees. Flow conservation equations can be written for each tree,
and we need to maximize the sum of the flows generated using
such trees. However, such a technique is highly inefficient. For
example, O(X1, Xo,...,Xx) = X1+ Xo + ... + X, has «!
number of trees, and so the number of variables and constraints
will be proportional to «!. However, some edges of different
trees may represent an identical function of the sources. For
example, for the ‘sum’ function X; + X2 + X3+ X4, an edge
corresponding to the function X; + Xy is present in each

(((Xl + X5) + X3) + X4),

(X1 + X2) + (Xg + X)), and (X1 + Xz) + Xa) + X3).
All such edges can be identified and considered as a single
flow type. Node-Arc LP can thus be made more efficient by
constructing flow constraints for each sub-function rather than
each edge of the computation trees. This gives O(2%) number
flow variables instead of ! for the sum function. Also, Min-
Cost-Embedding(L) algorithm can be made more efficient by
running iterations for each function rather than each edge. The
initialization of w,, (A) changes correspondingly, to take into
account all possible ways of computing that function. Rest of
the algorithm remains the same.

of the trees corresponding to
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The particular function (X1, Xo, ..., X,) = X1 + Xo +
...+ X, is of special theoretical as well as practical interest.
Both Node-Arc-LP and the primal-dual algorithm find optimal
solution with time complexity exponential in x and polynomial
in m. This is not unexpected since the problem is equivalent to
the much investigated multicast problem. This is in turn equiv-
alent to the fractional Steiner tree packing problem which is
known to be NP-complete. Note, however, that our technique
suggests a suboptimal technique of considering only a subset
of all possible computation trees, which would result in sub-
optimal but acceptable performance. The study of tradeoff of
restricting embeddings and reducing the overall complexity
with suboptimality of the solution, though beyond the scope
of this paper, is an interesting avenue for further study.

For the multicast problem, and consequently for the function
‘sum’, the oracle finds a minimum weight Steiner tree, the
well-known NP-hard problem. Almost optimal (but not near-
optimal, that is, not (1—e¢)-optimal for any given €) polynomial
complexity algorithms are known (see [25] and citations
therein) for finding a minimum weight Steiner tree. This can
also be used to find almost optimal solution to the multicast,
and hence the ‘sum’, in polynomial complexity [25].

2. Multiple functions and multiple terminals: Suppose the
network has multiple terminals ¢y, ¢2, . . . , £, wanting functions
01(XM),05(X@),...,0,(X) respectively. Here X ()
is the data generated by a set of sources S(). The sets
S®.4 =1,2,...,~ are assumed to be pairwise disjoint. For
each function ©;, a computation tree G; is given. Let us
consider the problem of communicating the functions to the
respective terminals at rates Ai, Ao, ..., A,. The problem is to
determine the achievable rate region which is defined as the
set of r = (A1, A2,...,Ay) for which a protocol exists for
transmission of the functions at these rates simultaneously.
This region can be approximately found by solving either of
the following problems.

(i) For any given non-negative weights oy, g, . . ., iy, What
is the maximum achievable weighted sum-rate > | a;\;?

For this problem, we consider embeddings of the com-
putation trees G; into the network for each terminal t;.
Let B; denote the set of all embeddings of G;. Then
the Embedding-Edge LP for this problem is to maximize
Y11 @i ) pep, ©(B). The constraints are the same as before
with B defined by B = U;B;. The weight of an embedding
B € B under a weight function L is defined as a;wr(B)
if B € B;. The new Min-Cost-Embedding(L) algorithm finds
an optimal embedding for each G; and chooses the one with
minimum weight. This can be used in the same primal-dual
algorithm to find a near-optimal solution. It is also easy to
obtain a Node-Arc LP for this problem by minor modifications
to that for a single function computation at a single terminal.

(ii) For any non-negative demands o, arg, . .., oy, What is
the maximum A for which the rates Aaq, Aag, ..., Ao, are
concurrently achievable?

Here, we define an embedding to be a tuple B =
(B1,Bs,...,By), where B; € B; is an embedding of the
computation tree G;. The Embedding-Edge LP for this problem
is the same as that for the single terminal problem with r(e)
defined as rp(e) = >, a;|{6 € Tle is a part of B;(0)}|

and B = By x By x ... x B,. The weight of an embedding
B under a weight function L is defined as 27:1 a;wr (B;).
The new Min-Cost-Embedding(L) algorithm finds an optimal
embedding B by separately finding optimal embeddings B; for
each G;. This can be used in the same primal-dual algorithm
to find a near-optimal solution. Again, we can easily obtain
a Node-Arc LP by minor modification to that for a single
function computation at a single terminal.

3. Computing with a specified precision: In practice,
the source data may be real-valued, and communicating such
a data requires infinite capacity. In such applications, it is
common to require a quantized value of the function at the ter-
minal with a desired precision. This may, in turn, be achieved
by quantizing various data types with pre-decided precisions
and thus different data type may require different number
of bits to represent them. Suppose the data type denoted
by 0 is represented using b(6) bits. Then the Embedding-
Edge LP and its dual for this problem are the same as
before except that the definition of rp(e) is changed to
TB(€) = X geric is a part of B(0) 0(0)- In the Node-Arc LP, the
capacity constraints are changed to

Z ( M fu) b(#) < c(uv), Yuv € E.

oer
In the Min-Cost-Embedding(L) algorithm, [(uv) is replaced
by I(uv)b(6;) inside the foreach loop.

4. Energy limited sensors: Suppose, instead of capacity
constraints on the links, each node w € V' has a total energy
E(u). Each transmission and reception of 6 require the energy
Er and ER g respectively. Generation of one symbol of 6
or computation of one symbol of § from ®4(6) requires the
energy Eic 9. The objective is to compute the function at the
terminal maximum number of times with the given total node
energy at each node.

For an embedding B, if B(f) = wi,va, - ,v;, then
tr(B(A)) = {vi,va,---,v_1} denotes the transmitting
nodes, and rz(B(0)) = {va,vs,- - , v} denotes the receiving
nodes of 0. If [ = 1, then tr(B(0)) = rz(B()) = 0. For B,
the energy load on the node u is given by

D

Ep (u) = Ze:start(B(H)):u Loy +
0:uctz(B(0))

DY

O:ucrz(B(0))

Eryo
ER,Q.

The capacity constraint in the Embedding-Edge LP is replaced
by the energy constraint on the nodes

> 2(B)Ep(u) < E(u) Vu eV,
BeB

where an empty sum is defined to be 0. The dual of the
Embedding-Edge LP is: Minimize D(L) = >, .\, E(u)l(u)
subject to

1. Constraints corresponding to each x(B) in primal:

> Ep(u)i(u) > 1, VB 3)
ueB

2. Non-negativity constraints:

l(u) >0, VueV. 4)
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The weight or cost of an embedding is defined as

B) = Z Ep(u)l(u)
ueB

Min-Cost-Embedding(L) is modified in the weight initializa-
tion and weight update. The weight initialization is done as
ws, (0;) = Ec,, for source data and w, (6;) = Ecg, +
>_new, (o) wu (1) for other data. The weight update at u
is now done as wy (0;) = wy(0;) + Erg, + Erp, if
wy (0;) + Er9, + Erp, < wy (6;). After suitable modifica-
tion, the primal-dual algorithm with the modified Min-Cost-
Embedding(L) algorithm finds a near-optimal solution.

In the Node-Arc LP, the capacity constraints are replaced
by energy constraints at the nodes:

S fEBoo+> > (£l

oer 0el veR(u)

Ero+ f.Eryp)

<E(u) YuelV.

Since the flow on each embedding is required to be integer
in this set-up, the Embedding-Edge-LP and Node-Arc-LP are
both integer programs. Since solving integer programs is in
general difficult, the exact solution of this problem is difficult.
However, the LP relaxation of the problem can be solved
efficiently. In a practical application, if the initial energy
levels of the nodes are large (that is, the solution involves
large number computations on the used embeddings), then the
simple truncation of the solution of the LP relaxation will give
an acceptable solution. Quantifying the gap of this solution
from the optimal solution is an interesting open problem, and
is outside the scope of this paper.

5. Computation schema represented by a directed acyclic
graph (DAG): For some functions, it may be more efficient
to perform the computation in a sequence of computations
which form a directed acyclic graph instead of a directed
tree. For example, consider the function O(X7, X2, X3)
(X1 4+ X2)(X1 + X3). A natural efficient way of computing
is represented by the computation schema shown in Fig. 5(a).
The alternative trivial ‘star’ computation tree, which represents
bringing all the data X;, X2, X3 to one node for computation
is also shown in Fig. 5(b). Though the optimal computation
rate according to the star computation tree can be found using
our algorithms, using the DAG computation schema may give

(X1 4+ X2)(X1 + X3) over a network. (a) A DAG computation schema. (b) The trivial star computation tree. (c) A network for

a better rate than the best achieved using the star computation
tree. An illustrative example network where this happens is
shown in Fig. 5(c). Here each edge has a capacity of one
symbol per use. Clearly using the natural embedding of the
DAG computation schema in this network provides a rate of
1 computation per unit time. But, it can be seen that the best
rate achieved (using equal time-sharing of two embeddings)
using the star computation schema is 2/3. However, our
solution techniques are not adequate in general for providing
the most efficient solution using a DAG computation schema.
Efficient solution of the problem with DAG computation
schema remains an interesting open problem.

VI. DISCUSSION AND CONCLUSION

In this paper, we have laid the foundations for network
flow techniques for distributed function computation. Though
we have obtained results for computation trees, we believe
that much of our techniques can be extended to larger classes
of functions, for instance, fast Fourier transform (FFT), that
can be represented by more general graphical structures like
directed acyclic graphs and hypergraphs where each edge
or hyper-edge represents a distinct function of the sources.
The sum function discussed in Sec. V is one such function
representable by a hypergraph.

Our computation framework does not allow block coding,
i.e., coding across different realizations of the data. Such
coding has been used in the information theory and network
coding literature. Block coding can, in general, offer better
computation rate. For example, consider the directed butterfly
network as shown in Fig. 6 with two binary source nodes
(with source processes denoted by X and Y) and a terminal
node with a XOR target function O(X,Y) = X @ Y. It can
be checked that the maximum rate achievable by routing-like
schemes, i.e., without using inter-realization coding, is 1.5.
On the other hand, the scheme shown in Fig. 6(b) using
inter-realization coding achieves a rate of 2. However, for
more general functions, finding the optimal rate and designing
optimal coding schemes is a difficult problem under this
framework. Further, for undirected multicast networks, it is
known that the inter-realization coding can achieve a rate
strictly less than twice the rate achieved by routing [20]. We
expect that similar results will hold for function computation
over undirected networks.
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Altogether, we believe that results in this paper opens many
new avenues for further research.
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APPENDIX A
PROOF OUTLINE OF THEOREM 1

Achievability: We will show that for any {z(B)|B € B} that
satisfies the constraints of the Embedding-Edge-LP , the rate
Y pep®(B) is (N, G)-achievable. Let € > 0 be any small
positive real number. Since the rational numbers are dense,
we can find a set of rational flows {z'(B)|B € B} such that
Y e (B) > > pepx(B) — €. Let 7 be the least common
multiple of the denominators of {2/(B)|B € B}. We take K =
N> pep® (B). Let Ne =) p.pre(e)z’(B) forall e € E.
Let us fix an order By, By, ..., B|g| of the embeddings. Let
L(B) =} .crrs(e) denote the number of edges taking part
in the embedding B. We will construct a routing-computing
scheme with the following features:

1. It communicates K =1} 5. '(B) realizations of the
function in one session. Out of them, nz’(B) realizations are
communicated using embedding B.

2. It uses any edge e to
N> peprr(e)r'(B) symbols.

3.Ithas L =1 peg L(B)z'(B)+n > gep 2’ (B)(|Q|—k)
events. Ithas ) ;. x L(B)z'(B) communication events, and
N> pes® (B)(| — £) computation events®.

A routing-computing scheme with the above parameters
clearly satisfies N¢(_ 5o 2(B) — ¢€)

communicate N, =

3Note that (|©2| — ) is the number of non-source nodes in the computation
graph — each computation of © requires these many computation steps.
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< Ned o pep®'(B) < Kc(e), Ve € E, and thus guarantees
the achievability of the computing rate ), 2(B). We now
describe the scheme. Let

Yp:[1:L(B)+ (|9 — k)] — VUV xV)

be a topological ordering of the (non-source) computation
nodes and the edges of the embedding B obtained by con-
sidering a topological ordering of the non-source nodes and
the edges of G and then replacing each edge 6 by the edges
in B(#) in topological order. Further, let

¢op:[1:L(B)+ (| — k)] —T

be such that ¢ (4) is the data that is computed (if Y5 (i) € V)
or carried (if ¥p(i) € V x V) by (i) in the embedding B.
We define the sets D,,; C D; Vv € V and VI € [1, L + 1]
below in an algorithmic fashion.
1. For 1 < i < kK, Dg;1 = {(0:,k))1 < k < K}. For all
veV\{sil<i<k}, Dy1=0.
2. Foreachi=1,2,---,|B|,
For each j = 1,2,--- ,na/(B;),
Let k = 3"_" na/(B,) 4 j. We now describe the events
for the k-th realization of data.
For eachn =1,2,--- | L(B;) + (|| — k),
Let 1 = 535 (L(BL)/ (By) + 2/ (B,) (9] — ) +
G — DB+ (9] - x) +n

(i) If v = #¢p,(n) € V, then the I-th event is
a computation of ¢ = ¢p,(n) at v. The condition
®4+(0) C D, (k) holds because of the topological
order of the events. The data-sets D, ;1 are defined
in terms of cD,; as given in condition 2(i) of the
definition of a routing-computing scheme. That is,
Duspr = {(0,k)} UDus\ {(n.k)ln € ®4(6)}. For
all u € V\ {v}, Dyi41 = Duy.

(11) If (U,U) = ¢Bi (Tl) € (V X V) and 0 = ¢Bi (Tl)’
then the [-th event is a communication of §(X(k)) from
u to v over the edge (u,v). (¢p,(n),k) € D, holds
because of the topological order of the events. The data-
sets Dy, 141 are defined in terms of cD,,; as given in
condition 2(ii) of the definition of a routing-computing
scheme. That is, Dy, ;41 = Dy, \{(0, %)}, and D, ;11 =
Dy U{(8,k)}. For any w # u,v, Dy j+1 = Dy

Again, by the topological order of the defined events,
it is easy to check that the conditions: D141 =
{Q(X(k))u < k < K}’ Dv,LJrl = (Z)V’U 7& t, and
forall e € F,

{l € [1, L]|E; is a communication over e}| = N,

are satisfied.

Converse: It is sufficient to prove that, for any given
({Nc|le € E},K) routing-computing scheme for (N,G)
satisfying

N <cle)K, Ve € E, 5)

there exists a packing {x(B)|B € B} satisfying the constraints
of the Embedding-Edge-LP such that ),z x(B) = \.
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Since the given ({N.le € E}, K) scheme computes the
function ©(X(k)) for k = 1,2,..., K, for each k, the
computation uses an embedding B*) € B. In particular, for
each e € E, the k-th computation requires communication of
T (€) symbols over e. So, we have

K

> rpw(e) = Ne (6)

k=1
for all e € E. Now, let us define

_ Al{k e [1,K][B® = B}|
= % @)

for all B € B. By definition, these are non-negative, and
> en®(B) = A Eq. (6) can be rewritten as

> ke [LK]BY = B|rs(e) = N.

x(B)

BeB

= Y Kxz(B)rp(e) = AN. < Kc(e)  (using (7) and (5))
BeB

=Y z(B)rs(e) < c(e)
BeB

So, {x(B)|B € B} satisfies the conditions of the Embedding-
Edge-LP . Thus {z(B)|B € B} provides a solution of
Embedding-Edge-LP with )5z x(B) = A

APPENDIX B
CONVERTING TIMESHARE ALLOCATION INTO A
SCHEDULE

Appendix A shows that there exists a routing-computing
scheme achieving a total computation rate arbitrarily close to
any feasible solution of Embedding-Edge-LP . Such a routing-
computing scheme can be implemented in a ‘pipelined’
fashion provided there is no limitation on the latency of
computation and the available memory at each node. Such
an implementation will ensure that all the nodes (respectively
links) are used simulteneously for computing (respectively
communicating) albeit for different realizations of data. This
requires careful design of a scheduling protocol to ensure
that only the data from the same realization are used for any
computation at any node. In this section, we provide such a
scheduling protocol to compute at a rate which is arbitrarily
close to a solution of Embedding-Edge-LP .

Let {x(B)|B € B} be a solution of Embedding-Edge-LP
with rate A = )z x(B). For any € > 0, we now outline a
communication and computation protocol designed to receive
the function at the terminal at a rate that is greater than
A — e. First, the flow values {x(B)|B € B} are rounded to
lower rational numbers {z'(B)|B € B} so that the total flow
> e (B) > A —e. All these flows are then multiplied by
the least common multiple N of the denominators of the flows
2'(B); B € B. Let the resulting values be n(B); B € B. Let
K =3 pcpn(B). Clearly, K > (A—¢)N. Let us fix an order
in the embeddings By, By, . .., Bjp|. The protocol consists of
computation at the nodes and communication across the links
in a block/frame of N consecutive uses of the network. In
each frame, a link e can carry upto a total of N¢(e) symbols
in both directions. Our protocol will require sending integer

number of symbols in N uses of e in each direction. We
assume that this is possible as long as the total number of
symbols transmitted in both directions is at most Nc¢(e). We
assume that computation at nodes is done instantaneously, and
a frame sent across a link is available at the receiving node
at the end of the frame. The receiving node can forward the
data on another edge in the next frame or use it to compute
something else for transmission in the next or later frames.

In our protocol, the data stream generated at each source is
divided into blocks of K symbols, and the terminal computes
K number of corresponding function values in each frame.
Out of the K computations, the first n(B;) are carried out
using the embedding Bj, the next n(Bs) are carried out using
the embedding B,, and so on. In each direction on each link,
the transmissions corresponding to different embeddings are
ordered in the same order as the embeddings. Further, if uv
is in B(6;) as well as B(6;) (assume ¢ < j without loss
of generality), then wv carries the data for (B,0;) first and
then the data for (B, 6;). Formally, in each frame and in each
direction, a link wv in NV carries a subframe, possibly empty,
of data for each (B,#) pair, where B € B,6 € I'. These
subframes are transmitted in the lexicographic order on (B, 6).
Since the subframes for different (B, ) may be available at
u with different delay, these subframes will not correspond to
the same frame of source data. In the following, we explicitly
describe the subframes carried by uv in the k-th frame.

Let y%’g denote the n(B) symbols of data of type 6
corresponding to the n(B) symbols of source data in the k-
th frame corresponding to the embedding B. That is, y%he
denotes the n(B1) symbols of data of type § corresponding to
the first n(By) symbols of source data in the k-th frame, y]f%2,0
denotes the n(Bs) symbols of data of type 6 corresponding to
the next n(Bz) symbols of source data in the k-th frame, and
so on. In each frame, uv carries a subframe of data for each
(B, 0) pair. The subframe corresponding to (B, ) is empty if
uv ¢ B(0). Formally,

yk _ y%’g if wv € B(6),
uv, B, () otherwise.

This subframe corresponds to the k-th block of source data.
These subframes may be available at v with variable delay
due to variable path lengths from the sources along different
embeddings. Let us define the depth or delay d(u, B, 0) as

oo if uv € B(0)
0if wv € B(#),u=s;,0=0;
1+max{d(wu, B,n)|n€ ®4+(0),wue B(n)}}
if uwv € B(0),u = start(B(6)),
(u,9) # (Siﬂai)
d(wu, B,0) 4+ 1 if (u,0) # (s;,6;),
wu, uv € B(6).

d(uv, B,0)=

®)

So, the subframe y* . ., which has n(B) symbols if uv €
B(6) and which corfesponds to the k-the frame of source
data, will be transmitted in the (k + d(uv, B,6))-th frame
on wv. The infinite value for uv ¢ B(f) indicates that the
corresponding data does not flow through uv from w to v.
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Fig. 7. A network, a computation tree and two embeddings

Example 4: Consider the network and the computation
tree shown in Fig. 7. The edges of the computation tree are
labeled by the functions they carry, that is, X, Y, and X + Y.
For embedding B;, d(s1v,B1,X) = 0, d(s2v,B1,Y) = 0,
d(vw,B1,X +Y) =1, d(wt,B;,X +Y) = 2, and all other
delay values are co. For embedding Bs, d(sju, Ba, X) = 0,
d(sew, B2,Y) = 0, d(uw, B2, X) = 1, d(wt, B2, X +Y) =
2, and all other delay values are oc.

The data transmitted in the k-th frame from wu
to v on the link ww, in order of transrr(lission, i)s
k—d(uv,B1,01) k—d(uv,B1,02) k—d(uv,B1,0|r|
thus yuv ,B1,01 ? uv,B1,02 )’ ottty yuv,Bl,Om ?
k—d(uv,B2,01) k—d(uv,Bs,02) k—d(uv,B2,0|r|)
uv,Ba,01 ’ uv,Bs,02 y ot uv, B2,0‘[~‘ » ottt
kfd(umB‘BM@l) ]Cfd(’uﬂhB‘BMez) k— d(uv B\B\ 9‘1—“) It
’LL’U,B‘B‘,el ) 'LL'U,B‘B‘,OQ A uv, B\B\ 9‘1*‘

is easy to see that the required flow of function values will
be computed on each embedding by this protocol. If the
communication starts with the frame number 0 and ends with
the M-th frame of source data, then the subframes are empty
for k < d(uv, B;,0;) and for k > M + d(uv, B;,6;). In
particular, a subframe y" ng; Bi93) i empty if uv ¢ By (6;).

Example 5: In the above example, suppose a solution of
the Embedding-Edge LP is x(B;) = 1 and z(B3) = 0.5.
Then N = 2, and n(B;) = 2,n(B2) = 1. Each data stream
is divided into frames of 3 symbols, out of which the first
2 symbols flow over B; and the last symbol flows over Bs.
In the k-th frame, the link uw carries only one non-empty
subframe for By containing one ‘X’ symbol. That subframe
yﬁ;_l& + corresponds to the last symbol of the (k — 1)-th
frame of data. The link wt carries one subframe of two ‘X +Y"
symbols for B; and another subframe of one ‘X + Y’ symbol
for Bs. These subframes ny;ZBh x +Y,y§;’%2’ x4y correspond
to the first two symbols of the (k — 2)-th data frame and the
last symbol of the (k — 2)-th data frame respectively.

To implement the protocol, any node u needs to know N,
n(B) for all embeddings with non-zero n(B), and d(uv, B, 6)
and d(vu, B, 0) for all such embeddings B, 6 € T',v € X(u).
The values of d(uv, B,6) can be found in O(nb|I'|) time,
where b is the number of embeddings for which n(B) > 0. In
the following, we give the sequence of actions taken by any
node u.

1. The node maintains an input queue for each (B, #) pair
for which d(vu, B, ) < oo for some v € R(u).
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2. For the k-th frame received from v on the link vu, the
node u knows the ‘composition’, i.e., how many symbols for
which (B, 0) pair are received on that frame and in what order.
This is because the frame contains a non-empty subframe
corresponding to (B,0) if and only if d(vu,B,0) < k.
Such a non-empty frame contains exactly n(B) symbols. The
transmission of all the non-empty frames is ordered in the
lexicographic ordering of (B, #). For any received frame on
any link, u puts each received subframe in its respective input
queue. If u is a source, it also takes the /' generated symbols
and creates the subframes of lengths n(B) for all the relevant
embeddings. Those are also placed in respective queues.

3. After queueing all the received and generated data in
the k-th frame, u prepares the data to be transmitted on
each link uv in the next, that is (k + 1)-th, frame of N
transmissions. The non-empty subframes for this transmitted
frame are those for which d(uv, B,0) < k + 1. If there is an
input queue for (B, ), i.e., if such a data subframe is received
at u, then this subframe of n(B) symbols is taken from the
respective input queue. Otherwise, this subframe is generated
from the subframes from the queues for (B,n);n € ®4+(6). If
such a queue for (B,7) contains multiple subframes of n(B)
symbols, then the oldest of them is taken. For instance, in our
example (Fig. 7), for constructing the subframe yﬁm Ba, X+Y
at w for the k-th frame, w takes a subframe from its input
queue (Bs, X) and a subframe from the input queue (B2, Y)
and adds them. At this time, in the first queue, there is
only one subframe yﬁ;?B% x Which is used now. But in the
second queue, there are two subframes yfj; ,132 y and yfj; ,2BQ7Y
available, out of which the older subframe ym_U?BQ’Y is used.
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